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Abstract 
Evolutionary multiobjective optimization (EMO) has been one of the most active research areas in the field 

of evolutionary computation in the last decade. A number of EMO algorithms have been proposed and 
successfully applied to various optimization problems with multiple objectives in a wide range of application 
areas. It is, however, pointed out in the literature that well-known and frequently-used EMO algorithms such as 
NSGA-II and SPEA2 do not always work well on multiobjective combinatorial optimization problems. As in the 
case of single-objective optimization, hybridization with local search often significantly improves the search 
ability of EMO algorithms. Hybrid EMO algorithms with local search are often referred to as memetic EMO 
algorithms and multiobjective genetic local search (MOGLS). In this presentation, we first briefly explain the 
basic framework of standard EMO algorithms with Pareto dominance-based fitness evaluation, diversity 
maintenance and elitism. Next we show some important implementation issues related to the hybridization of 
EMO algorithms with local search. Among them are the choice of solutions to which local search is applied, the 
balance in computation load between local search and genetic search, and the timing of local search. It is 
demonstrated that the hybridization with local search can significantly improve the search ability of EMO 
algorithms. It is also demonstrated that inappropriate implementation often leads to poor search ability. That is, 
the performance of memetic EMO algorithms strongly depends on how to combine EMO algorithms with local 
search. Finally we discuss future research issues in the design of EMO and memetic EMO algorithms. 
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